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Abstract

With the increasing consumer base of online video content,
it is important for advertisers to understand the video con-
text when targeting video ads to consumers. To improve the
consumer experience and quality of ads, key factors need to
be considered such as (i) ad relevance to video content (ii)
where and how video ads are placed, and (iii) non-intrusive
user experience. We propose a framework to semantically un-
derstand the video content for better ad recommendation that
ensure these criteria.

Introduction

More often than not, while watching a video online, viewers
may be interrupted by untimely as well as irrelevant adver-
tisements that hamper their viewing experience. To account
for this problem, different methods to recommend context-
aware ads have been proposed (Mei, Hua, and Li 2009).
However, “context” is generally inferred through text as-
sociated with the video or w.r.t pre-defined concepts (Car,
Food, etc.) identified in the video. Other methods to recom-
mend video ads based on biddings (Zhang, Yuan, and Wang
2014), sentiments (Vedula et al. 2017), and user’s past his-
tory (De Bock and Van den Poel 2010) have also been ex-
plored. However, such information is not sufficient nor nec-
essary to insert context aware ads in videos.

We define context to be the semantic understanding of the
different events in the video through analysis of the video
frames, text extracted from speech and associated meta data,
and audio extracted from the video. Given a video of a per-
son driving a car that meets an accident, a semantic under-
standing of the event would suggest a car/life insurance ad
as opposed to a generic advertisement of a car. At the same
time, semantic understanding of the video also helps to de-
cide where and how an ad is inserted in the video to ensure
a non-intrusive user experience.

We consider the following three scenarios to understand
the context in videos and recommend/insert relevant ads:
(a) concept identification - identify the central entity (ob-
ject, celebrity, location etc.) in the video scene, (b) concept
+ event understanding - identify the event associated with
the central concept, and (c) theme understanding - iden-
tify the theme of the video scene (happy, adventure, death,
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crime etc.). A given video can be segmented into meaningful
chunks with standard scene detection methods. In this paper,
we propose a new method which uses multi-modal informa-
tion to semantically understand the video content, and rec-
ommend/insert ads in a video such that the inserted ads are
context-aware and do not interrupt the user experience.

The problem of inserting context-aware ads in videos has
been explored extensively in literature. (Mei, Hua, and Li
2009) proposed a framework to insert ads in videos based
on global textual relevance gathered from video meta data
and local visual-aural relevance through low-level image
and audio features. Similar approach is utilized by (Xiang,
Nguyen, and Kankanhalli 2015) where the context is es-
tablished through textual meta data and visual saliency is
maintained through high-level features extracted from deep
neural networks. (Sengamedu, Sawant, and Wadhwa 2007)
propose a method to identify appropriate ad-insertion points
within a video and take into account face/object detection to
associate context relevant ads.

The major limitation of the methods in prior art is the
lack of analysis of the video content to identify the context
for inserting better ads. A semantic understanding obtained
through multi-modal analysis of the textual meta data and
the video content is necessary to recommend/insert the most
relevant ads for a non-intrusive user experience and to the
best of our knowledge it has not been addressed in prior art.

Approach

In order to identify the semantic meaning from different
sources of information associated with the video, we extract
the following features from the video (a) video concepts -
detect salient objects in a video, (b) video clip summariza-
tion - to understand context/event of a video, (c) speech to
text - to understand the theme of a video, and (d) embedded
text and other meta data - to augment the feature set.

For the video, we use the pre-trained darknet ima-
genet model for object detection. We identify meaning-
ful clips through the video using the standard python li-
brary pyscenedetect. We extract key frames from each of
the clips and generate captions (Karpathy and Fei-Fei 2015)
which are fed into the sequence-to-sequence learning model
(Sutskever, Vinyals, and Le 2014) to generate the text sum-
mary of the clip. Relevant keywords are extracted using
Rapid Automatic Keyword Extraction algorithm (concepts,



Wok 2427
Frying Pan: 2226
Mixing Bowl: 1617
Top 3 Concept detection

- !g .
oy
& A person is mixing ingredients in a pan.

A man is cutting a knife.
A man is chopping a potato.
The person is cooking the something.

(@ ~— A man is cooking.

Clip Summarization Output (b)

Based on Concept Identification and event understanding:
Cooking Scene Video, Use of Frying Pan, Bowls etc.

And we have the results.

Thank you bye.

Good luck Louisa Jones.

The winner of the.

Two thousand and fifteen is You.
I have no idea how much

There is me as a judge in the heart of the
winner of the show

A man is singing on a stage.

A man is performing a song

A woman is doing a song on a stage
*‘ A group of people are dancing on a stage

A man is singing and a woman is dancing
A group of people are dancing
A man is dancing

Speech to Text Output Clip Summarization Output

|
Based on Semantic Understanding of video clip:
Announcement Scene (Happy Theme)

Figure 1: Illustration of the approach for semantic understanding of videos.

entities, locations, events etc.) through text obtained from
video meta data, speech-to-text and clip summaries. The
keyword set is expanded by fetching synonyms from exter-
nal data source (For e.g. Thesaurus). Events are specifically
identified through clip summaries and themes are identified
through speech-to-text. Similar processing is being done on
the video ads with the events and theme being provided by
advertiser. Based on the frequency count or the keyword
match using a global dictionary, between a video ad and a
video clip, relevant ads are recommended.

For ad insertion point localization, the candidate inser-
tion points, (say ‘n’ positions) are detected using the python
pyscenedetect technique wherein it finds the insertion points
based on the difference between two subsequent frames. The
most suitable candidate insertion point is chosen for the ad,
based on the frequency count of the concept in the subse-
quent clips detected based on insertion points.

Results and Discussions

For the evaluation of the proposed framework, we have cre-
ated a database of 50 videos, from YouTube, which are rel-
evant from an advertising point of view. We have manu-
ally analyzed the videos and created the list of ads that can
be recommended/inserted, based on the presence of salient
objects in video frames from categories such as umbrella,
shoes, laptop, cab, table, monitor etc.

Given a video, our algorithm first detects the top 3 con-
cepts present in each frame of a video and then based on the
frequency count, relevant ads are recommended. We manu-
ally annotated the 50 videos with identified objects and ad
insertion points w.r.t. advertisements. The performance of
our advertisement recommendation system on the dataset of
50 videos is 96%. Our model was able to correctly suggest
ads for 48 videos based on the frequency count of the iden-
tified objects present in the video, output of clip summariza-
tion from video scenes and identification of themes from the
speech-to-text output.

Some of the videos in the dataset related to the follow-
ing two scenarios: concept + event understanding, and theme
understanding. The frames in Fig. 1 (a), and (b) are related
to cooking, and reality show result announcement videos re-
spectively. Here, the keywords extracted from video summa-
rization and speech to text features help to understand: (i) the
event, like in Fig. 1 (a) cooking scene, and in Fig 1. (b) real-

ity show; and (ii) the theme, like in Fig 1. (b) happy theme.
On the other hand, the concept detection features helps to
extract potential concepts from a video, like in Fig 1. (a) the
salient concepts are wok, frying pane, and mixing bowl. The
understanding of events in a video frames also helps to asso-
ciate the ads of concept(s) which are not present directly in a
video. For example, cooking event helps to recommend ads
related to utensils like microwave etc. The event combined
with theme provides more deeper insights about a video, and
helps to recommend more relevant ads like chocolate/cold-
drinks ads in a happy themed video.

Conclusion and Future Work

In this work, we proposed a context aware ad recommen-
dation/insertion system using multi-modal analytics through
semantic understanding of video content. In future, we
would like to combine all the proposed feature set in an opti-
mized way to understand semantics of video in an automatic
fashion for ad recommendation and validate our results on a
larger database of ads and videos.
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